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On the path to genetic novelties:
insights from programmed DNA
elimination and RNA splicing
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Understanding how genetic novelties arise is a central goal of evolutionary
biology. To this end, programmed DNA elimination and RNA splicing deserve
special consideration. While programmed DNA elimination reshapes genomes by
eliminating chromatin during organismal development, RNA splicing rearranges
genetic messages by removing intronic regions during transcription. Small RNAs
help to mediate this class of sequence reorganization, which is not error-free. It
is this imperfection that makes programmed DNA elimination and RNA splicing
excellent candidates for generating evolutionary novelties. Leveraging a number
of these two processes’ mechanistic and evolutionary properties, which have been
uncovered over the past years, we present recently proposed models and empirical
evidence for how splicing can shape the structure of protein-coding genes in
eukaryotes. We also chronicle a number of intriguing similarities between the
processes of programmed DNA elimination and RNA splicing, and highlight the
role that the variation in the population-genetic environment may play in shaping
their target sequences. © 2015 Wiley Periodicals, Inc.
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INTRODUCTION

The elucidation of the processes that govern the
evolution of genomes and gene architecture is a

central challenge facing biologists. Although a variety
of experimental and bioinformatics tools currently
enable us to detect and characterize newly emerged
genetic structures with ease, less facile is the task of
understanding the mechanisms contributing to the
formation of these genetic novelties. In this article,
we focus on programmed DNA elimination and RNA
splicing. Verifiable hypotheses concerning universal
mechanisms for the emergence of novel gene structures
surface from our improved understanding of these two
mechanistically, phylogenetically, and functionally
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distinct processes. In particular, there is evidence
to suggest that, in contrast to novelty-generating
mechanisms such as transposon insertions or DNA
replication errors, programmed DNA elimination
and RNA splicing may lead to the emergence of
evolutionary innovations via an analogous process of
mutual conversion between sequence units that are
commonly considered to be evolutionarily and func-
tionally separate (i.e., germline vs somatic sequences;
exonic vs intronic sequences).

DNA-LEVEL SPLICING

Genomes are highly dynamic structures. Not only
do they undergo changes in content and architecture
over evolutionary time, they can also experience less
or more dramatic rearrangements within a lifetime.1

Regardless of the temporal scale, DNA-level splic-
ing is a major contributor to genome repatterning.
This molecular process consists of two steps: (1) the
recognition and excision of internal regions of DNA,
and (2) the rejoining of the flanking sequences. Such

Volume 6, September/October 2015 © 2015 Wiley Per iodica ls , Inc. 547



Advanced Review wires.wiley.com/rna

cut-and-join reactions are commonly associated with
the movement of DNA transposons, which may relo-
cate from one position on the genome to another
at any time during an organism’s life.2 In addition,
cut-and-join reactions can be associated with events of
gene or genome reorganization, which do not involve
transposition and take place at specific times dur-
ing development in several eukaryotic lineages.3,4 One
typical example of such DNA-level splicing occurs in
jawed vertebrates during the differentiation of embry-
onic stem cells into lymphocytes. During V(D)J recom-
bination, various reorganizational events including a
process of DNA-level splicing known as programmed
DNA elimination shape the immunoglobulin genes
and T-cell receptor genes and are crucial for the for-
mation of antibodies.5

Programmed DNA Elimination: How It
Works
Programmed DNA elimination is both extensive and
well studied in ciliated protozoa, two aspects that
make these single-celled organisms excellent models
for gaining further insights into this process. Ciliates
are characterized by the presence of two functionally
distinct types of nuclei: a diploid germline micronu-
cleus (MIC) that produces gametic nuclei during
sexual events, and a polyploid somatic macronucleus
(MAC) that is expressed throughout the organism’s
vegetative life. Programmed DNA elimination in
ciliates takes place during sexual reproduction when
the new MAC is regenerated from a mitotic copy
of the zygotic nucleus—while the maternal MAC is
lost. This DNA-level splicing process is critical for the
development of a functional MAC genome in that it
guarantees the precise elimination of germline-specific
DNA sequences that frequently interrupt coding
sequences. These spliced sequences are known as
internal eliminated sequences (IESs).6 IES excision in
ciliates is particularly well studied in Paramecium,7–9

Tetrahymena,10–12 and Oxytricha.13–15 Here, we
will focus on the process of IES excision in the
best-studied species of Paramecium, Paramecium
tetraurelia.

The ∼45,000 known IESs in P. tetraurelia are
typically unique, short (93% are shorter than 150
bp), AT-rich (∼80%), and frequently reside in coding
regions (∼77%).16 Additionally, P. tetraurelia IESs are
invariably flanked by 5′-TA-3′ dinucleotides, one of
which is retained in the somatic genome subsequent to
IES excision. These TA dinucleotides are part of larger
(8-bp) imperfect inverted terminal repeats, whose
consensus (5′-TAYAGYNR-3′) is similar to that of
Tc1-related DNA transposons (5′-TACAGTKS-3′).17

This latter resemblance taken together with the
observation that PiggyMac, a domesticated PiggyBac-
related transposase, is required for IES excision in
P. tetraurelia,18 and the identification of some IESs
which clearly originate from transposons,16 has led
to the hypothesis that IESs in Paramecium have
evolved from ancestral germline insertions of DNA
transposons.19 Nevertheless, other potential sources
for the origin of IESs cannot be entirely ruled out
(see below).

Both genetic and epigenetic mechanisms control
IES excision in P. tetraurelia. The disruption of the
5′-TA-3′ dinucleotide or mutations at sites within
the terminal repeat result in the retention of IESs in
the MAC genome, suggesting that these sites serve as
recognition or excision signals.20–22 Additionally, the
microinjection of IESs into the maternal (old) MAC
causes the retention of a subset (∼1/3) of homologous
IESs in the developing MAC.23 Interestingly, retained
IESs may inhibit the elimination of homologous IESs
from the MAC in successive sexual generations, as
long as their terminal repeats, or a part of their sites at
least, remain unchanged.22 Collectively, these observa-
tions imply that while dependent on the IES terminal
sequences, the elimination of a fraction of IESs from
the macronucleus of sexual progeny in Paramecium
is mediated by epigenetic, homology-dependent,
mechanisms.

Numerous experimental observations have led
to the formulation of a model—the scnRNA or
genome-scanning model—for the excision of epige-
netically (or maternally) controlled IESs.24,25 Small
noncoding RNA molecules play a key role in this
model, which consists of three main phases. First,
25-nt small RNAs (known as scnRNAs) are pro-
duced in the MIC following genome-wide bidirec-
tional transcription and Dicer-like-protein-mediated
cleavage of the resulting double-stranded RNA tran-
scripts. Second, Piwi-bound scnRNAs are transported
to the maternal MAC where a subtraction process
takes place. In essence, the scnRNAs that are able to
pair with maternal long noncoding RNAs are inac-
tivated, whereas the germline-specific (IES-matching)
scnRNAs remain unpaired and intact. Third, these
unpaired scnRNAs are transported to the developing
MAC, where they facilitate IES excision by PiggyMac
via mechanisms involving chromatin modifications.8

An addendum to this model has been recently pro-
posed after a distinct class of small RNAs—termed
iesRNAs—has been found to participate in the devel-
opment of the Paramecium macronuclear genome.9

iesRNAs affect the excision of a fraction of nonma-
ternally controlled IESs.
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The Imperfection of Programmed DNA
Elimination and Its Evolutionary
Significance
The availability of the MAC genome first26 and of
(large part of) the MIC genome later has enabled
the first large-scale detection and characterization of
IESs in Paramecium.16 At present it is clear that
while largely faithful, as any other biological process
programmed DNA elimination is imperfect, which
makes it evolutionarily significant.

In addition to DNA-level splicing, the develop-
ment of a new macronuclear genome in Paramecium
entails chromosome fragmentation and genome
amplification.27,28 Because genome amplification pre-
cedes IES removal during the sexual event, identical
MAC chromosomes may be processed differently
in the same cell. In line with this, a study of the
macronuclear DNA sequence variability in a homozy-
gous strain of P. tetraurelia revealed hundreds of loci
that are partially mapped by low-frequency reads
with a TA-flanked insertion.29 The vast majority
of these insertions were later shown to be (incom-
pletely excised) IESs.16 Moreover, partially retained
TA-flanked sequences (i.e., putative IESs) were also
found in the macronucleus of Paramecium biau-
relia and Paramecium sexaurelia, two species that
are closely related to P. tetraurelia.30 These stud-
ies strongly suggest that IESs in Paramecium may
undergo incomplete excision during the formation of
the new MAC genome.

Imperfect programmed DNA elimination
involves not only IESs (i.e., germline-specific
sequences) but also soma-specific sequences. The
very studies that detected putative imperfect IES
excisions also uncovered hundreds of loci in the
Paramecium macronuclear genome, which are
mapped by low-frequency reads with a TA-flanked
deletion, rather than a TA-flanked insertion. These
excised macronuclear DNA regions contain terminal
sequences that resemble the terminal repeats of true
IESs and, hence, it is plausible that their excision also
results from the erroneous recognition by PiggyMac.
In sum, both IESs and macronuclear DNA regions
can be imperfectly excised at each sexual event in
Paramecium.

Besides being imperfectly excised, IESs (and
macronuclear DNA regions) might occasionally
be completely retained in (or completely excised
from) the newly developing somatic genome of
Paramecium. In particular, the results of a recent
comparative genomic analysis of P. tetraurelia, P.
biaurelia, and P. sexaurelia revealed that putative IESs
or TA-flanked macronuclear DNA sequences present

in (or absent from) the macronuclear genome assem-
bly of one species were absent from (or retained in)
the MAC genome of one of the two remaining species
under study.30 The detected cases of differential IES
retention/macronuclear DNA excision suggest that
germline-specific sequences contribute to and diversify
the somatic genome contents in these species. Addi-
tionally, retained IESs and spliced macronuclear DNA
regions not infrequently reside in coding sequences,
thus potentially having effects on fitness.

Programmed DNA Elimination and the
Birth of Genetic Novelties
The observations described above offer a static view
of the molecular condition of the Paramecium MAC
genome and suggest that like erroneous (incomplete)
elimination of macronuclear DNA regions, unfaith-
ful IES excision also generates distinct DNA variants.
These observations give rise to the question: Does
imperfect DNA-level splicing have evolutionary con-
sequences? Recent studies have shown that erroneous
programmed DNA elimination has a selective cost (see
below). This implies that rearrangement errors at a
given locus may occasionally encompass a fraction of
macronuclear copies that are sufficiently large to have
negative effects on fitness and to, thus, trigger a selec-
tion response. Intriguingly, the increase in frequency
that may facilitate the purging of deleterious DNA
splicing variants might also favor the permanent inte-
gration of splicing variants in the MAC genome. It has
been shown that sufficiently large fractions of DNA
variants in the macronucleus facilitate the transmis-
sion of homologous variants to the next sexual gen-
eration through epigenetic mechanisms.31 Thus, it is
entirely possible that nonlethal and heritable somatic
DNA variants may ultimately spread through a sex-
ual population with some probability of fixation (see
Figure 1). One fulfilled prediction of this hypothetical
evolutionary scenario is that the IES excision profile
differs to some extent between Paramecium species.30

Within a cell, changes in isoform frequencies
over subsequent sexual generations may result from
the optimization or the weakening of cis-acting sig-
nals that modulate programmed DNA elimination.
Although it is currently unclear how the quality
of these signals (or what precisely these signals are
for that matter) may be assessed, it is clear that
some cis-acting sequences affect IES recognition
and excision.32 It is reasonable then that the pro-
gressive accumulation of germline mutations that
weaken cis-acting DNA splicing signals facilitates
an increased frequency of IESs in the macronucleus
over evolutionary time. Similar to splicing-disruptive
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FIGURE 1 | Proposed mechanism for the origin of genetic novelties in Paramecium. In Paramecium programmed DNA elimination occurs when
the germline (zygotic) DNA regenerates the polyploid somatic DNA. During this process of germline-to-soma differentiation, the germline DNA is
fragmented and amplified and thousands of germline noncoding DNA regions (denoted by the yellow segments in germline DNA) are excised. These
excised regions are called internal eliminated sequences (IESs). IESs may be occasionally retained in the somatic DNA (denoted by yellow segments in
somatic DNA). Additionally, the DNA splicing machinery may erroneously recognize and excise non-germline specific sequences that are flanked by
sequences resembling IES excision signals (as represented by vertical red segments in somatic DNA). Splicing-weakening or -disrupting mutations, in
tandem with epigenetic maternal effects, are proposed to modulate the frequency of imperfectly excised sequences. After a number of sexual
generations, germline-specific (somatic) sequences can convert into somatic (germline-specific) sequences, a heritable change. Novel DNA variants,
when nonlethal, have a nonzero probability of spreading through a population and to reach fixation.

mutations, splicing-weakening mutations might ulti-
mately lead to the complete retention of IESs in the
macronucleus and, thus, to the effective conversion
of germline-specific sequences into somatic DNA, a
process that we term MIC-to-MAC conversion or
macronuclearization. On the other hand, an increased
frequency of spliced macronuclear DNA regions
might be achieved via mutations strengthening the
cryptic excision signals that flank these regions. The

optimization of these signals may ultimately facilitate
the complete excision of somatic DNA and, thus, the
conversion of somatic DNA into germline-specific
sequence, a process that we term MAC-to-MIC
conversion or micronuclearization. In all this, it
is likely that epigenetic mechanisms contribute to
modulating isoform frequencies, regardless of the
appearance of new mutations in the cis-acting DNA
splicing signals.
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RNA SPLICING

Eukaryotic protein-coding genes contain intervening
sequences, termed spliceosomal introns, which are
removed from nascent transcripts through the nuclear
process of RNA splicing. Nearly 40 years after their
discovery,33–36 there is greater consensus regarding
what introns are than why genes have introns. It is
commonly thought that introns are neutrally evolv-
ing sequences, whose processing is costly.37 The cost
of introns may result from increased time and energy
required to transcribe genes.38,39 That said, stud-
ies across a wide range of eukaryotic species have
demonstrated that introns can in fact boost gene
expression.40–44 Additionally, or alternatively, the cost
of introns may result from potential errors induced by
the splicing process.

The origin of spliceosomal introns is equally
unclear. A commonly accepted hypothesis maintains
that spliceosomal introns originated from a different
class of introns that are capable of self-splicing and are
frequently found in bacteria, the group II introns.45,46

Under this hypothesis, group II introns invaded the
once intronless nuclear DNA of the eukaryotic ances-
tor. Following proliferation, intranuclear group II
introns lost the ability to self-splice and gave rise
to spliceosomal introns and to the machinery that is
required for their removal, the spliceosome. Although
plausible,47–50 this hypothesis suffers from at least two
important limitations. First, it is not falsifiable. Sec-
ond, as it stands, it is not clear how this hypothesis can
be reconciled with the established fact that RNA splic-
ing is not an isolated process. Indeed, the hypothesis of
group II intron origin for spliceosomal introns fails to
account for the extensive integration of RNA splicing
into the existing network of mRNA-associated pro-
cesses (see below).

In sum, commonly held views fail to provide
definitive answers for the function and the origin(s)
of spliceosomal introns. A fresh perspective for under-
standing these issues may be gained by focusing on the
mechanics of RNA splicing.

The Mechanics of RNA Splicing
Several biochemical steps are required for the accu-
rate removal of spliceosomal introns.51 Here, we place
emphasis on two aspects that are important for under-
standing the following sections. First, introns contain
signals that are critical for their excision. These sig-
nals are positioned at the intron termini—the donor
or 5′ splice site (5′ss), and the acceptor or 3′ splice site
(3′ss)—and in the intron body, a branch site, and a
polypyrimidine tract. Second, these signal sequences
are recognized and bound by the spliceosome. This

is a nuclear apparatus that assembles anew at each
round of splicing and consists of five U-rich small
nuclear (sn)RNAs—U1, U2, U4, U5, and U6—and
hundreds of proteins. The association of U1 snRNP
with the 5′ss is critical in determining the efficiency
of the spliceosome assembly.52,53 When U1 snRNP
binds to the 5′ss, a specific region of the U1 snRNA
matches the sequence at and around the 5′ss.54 If the
match between the U1 snRNA (or other RNA-binding
snRNAs) and the corresponding splicing signal is opti-
mal, introns are likely to be accurately excised at each
round of transcription. Otherwise, introns may be
excised in some rounds of transcription and may be
retained in others,55 a process known as alternative
RNA splicing. In addition to transcripts that retain
introns, alternative RNA splicing may generate other
types of isoforms including, for example, transcripts
with skipped exons, or transcripts with alternative
donor and/or acceptor splice sites.56 As a result of
these many potential alternative rearrangements, alter-
native RNA splicing can generate vast amounts of
mRNA variants, which theoretically translate into vast
amounts of protein sequence variation.

How much of this variation is truly functional in
the cell remains a matter for investigation. Although
the functional role of alternative RNA splicing has
been shown in many occasions,57–60 several studies
suggest that in most cases this process simply results
from an inaccurate RNA splicing.61–67 Consistent
with this, the alternative RNA splicing-mediated rear-
rangements of gene sequences often give rise to mRNA
variants containing premature translation termination
codons (PTCs) or in-frame stops.68 Although these
variants may serve as gene expression regulators,69,70

they do not lead to protein synthesis in that they are
degraded in the cytoplasm by cellular surveillance sys-
tems such as the nonsense-mediated decay (NMD)
pathway.71

RNA Splicing: Its Evolutionary Significance
Studies typically gloss over or underplay the chal-
lenges posed by alternative RNA splicing to the
traditional definitions of exons and introns.72 Within
protein-coding genes, exons are conventionally
understood as DNA regions whose information is
incorporated into mature mRNAs. However, exonic
information may be left out from mature mRNAs
as a result of alternative RNA splicing. Conversely,
as a result of alternative RNA splicing, intronic
regions may be retained into mature mRNA as if they
were exonic. In sum, the classification of intragenic
sequences as introns and exons may be fuzzier than
typically recognized.
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To further complicate matters, studies suggest
that introns and exons are less distinct over evolution-
ary time than conventionally thought. Specifically, it
has been shown that a considerable number of exonic
and intronic regions result from processes of sequence
conversion, which have been labeled exonization (i.e.,
intronic sequences become exonic)73,74 and introniza-
tion (i.e., exonic sequences become intronic).75,76 For
example, >90% of the ∼2700 new exons that have
emerged in rodents since the split with humans likely
originate from pre-existing unique intronic regions.77

On the other hand, 16 new introns have emerged in
Caenorhabditis elegans as a result of the recruitment
of internal exonic sequences, an estimate that makes
intronization the top contributor to intron creation in
this species.75

Both exonization and intronization have been
observed in several multicellular taxa, including
fungi,78 plants,79 and vertebrates.80–83 Of note,
sequences undergoing exonization and introniza-
tion are alternatively spliced and, in the case of
exonization, the ratio of inclusion to exclusion iso-
forms increases gradually over evolutionary time.84

Whether intronization involves a similar (though
reverse) gradual process of conversion is not yet
known.

In conclusion, several studies hint at a mutual
conversion process of exonic and intronic sequences
over evolutionary time. This implies that a number
of alternative RNA splicing events that we observe
today could be no more than snapshots of ongoing
evolutionary processes, phases that might ultimately
lead to new exonic or intronic regions.76,85 An eval-
uation of the plausibility and possible ramifications
of this hypothetical scenario requires a more exten-
sive understanding of the processes of exonization and
intronization.

Exonization
About 150 million years ago in the common the-
rian ancestor of marsupials and placentals, a signifi-
cant development led to a high frequency of genomic
changes that also challenged the splicing system. At
that time the Long INterspersed Element (LINE1)
retropositional machinery emerged with an excep-
tionally high activity that continues to the present
day. Unlike their precursor forms, LINE1s indis-
criminatingly co-retropose any polyadenylated RNA,
including the most abundant, polymerase III (pol
III)-transcribed Short INterspersed Elements (SINEs).
With the random tendency of genomic insertions,
SINEs, in particular, integrated into the neighborhood
of genes with the potential to change gene expression.

Inserted antisense into existing genes and with
reverse oligoA tails, such retroposons introduce a
strong polypyrimidine tract (PPT; Tn) splicing motive.
Furthermore, in close proximity to the polypyrimidine
tract, many SINEs contain one or more cryptic 3′

AG splice sites.74 With these two splice motives on
board, they need only to acquire an additional 5′ GT
splice site, which can be part of the element or located
somewhere in the flanking intronic sequence, to yield a
new exon. If the newly embedded exonized sequence
conserves the original open reading frame (ORF) of
the subsequent exons, new properties may evolve. If
not, the interrupted ORF usually undergoes NMD, or
in the worst case leads to a genetic disease, whereby
evolution disposes of the destroying form over time.

A newly arisen exon is usually free to be ran-
domly redesigned, possibly to gain new features that
might deliver advantages for the individual. The
process of exon gain is known as exonization, the
acquisition of a new function is exaptation. This
‘trial-and-win’ game is possible as long as the original
function of the host gene is ensured via alternative
splicing. As gene evolution progresses, new variants
may gain more importance and stronger levels of
expression resulting from the evolution of stronger
splice sites which allow for increased synthesis of these
new, alternative isoforms. In an advanced state, new
variants may predominate and replace the original
splice variants.86

Evolutionary innovation via exonization
requires time to be established and to be finally
fixed over a few million years in a species. Exoniza-
tion processes might be rather complex and can
transcend the splicing level by including A-to-I RNA
editing of the pre-mRNA, leading to novel functional
splice sites.87 Younger exonizations come and go over
time unless they acquire some selective advantage
to be perpetuated in the transcriptome and possibly
proteins of a species. Some examples demonstrate
the long and successful evolutionary way of such
candidates. An elegant example is the LINE-like,
retroposon-derived telomere terminal transferase
(telomerase) that functions to elongate from replica-
tion to replication-shortened ends of chromosomes
in vertebrates.88 A much younger ‘invention’ is the
endogenous viral elements that encode the provirus
Env polyprotein, also known as syncytin, which is
important in the architecture of the placenta of many
mammalian lineages.89

However, uncontrolled transposition would
disturb the integrity of the cell and an organism
has to find strategies to suppress an unlimited
spread of transposable elements (TEs). Cells have
invented many regulatory mechanisms to control the
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transcription of TEs, fixation, splicing of exonized
modules, and the accumulation of harmful exonized
mRNAs (see Figure 2). Some of the most important
regulatory mechanisms are described hereinafter.
(1) Epigenetic silencing of TE transcription occurs
when methyl-CpG-binding domains (MBD) attach to
methyl groups at CpG dinucleotides and block tran-
scription. This strategy is very effective because TEs
harbor more than 50% of all genomic CpG sites.90

(2) RNA interference destroys, e.g., SINEs when an
inversely transcribed TE binds to the TE RNA and,
as double-stranded RNA, attracts the RNA-induced
silencing complex (RISC) to slice the transcripts.91

(3) A natural bottleneck for exonized genes is their
distribution in the population. Depending on the
effective population size, exonized genes need several
million years to be fixed in the germline of all members
of a species.92 (4) Direct competitive RNA binding
of the heterogeneous nuclear ribonucleoprotein C
(HNRNPC—repressor) and the U2 auxiliary factor
(U2AF65—specific recognition of cryptic splice sites)
regulate alternative splicing.93 (5) The NMD pathway
detects premature termination codons possibly intro-
duced by exonization and triggers the decay of such
nonsense mRNAs.94

Nevertheless, there is no watertight control over
active random insertions of transposed elements. Cell
stress (e.g., during viral infections), in particular, leads
to increased TE activity and often to disease-causing
insertions within functional splice sites or to exoniza-
tions that disrupt the ORF of subsequent exons.
Our heightened methods of detection have currently
identified 40 cases, most of them SINE insertions in
antisense orientation, where cryptic TE exons cause
disease.95 Gyrate atrophy of the choroid and retina
may lead to blindness and is predetermined by an
AluSg SINE insertion that took place some 35 mil-
lion years ago in the third intron of the ornithine
aminotransferase gene of the common ancestor of Old
World monkeys and human primates. Today, a sin-
gle additional point mutation can convert this inser-
tion to a disease-causing exonization. Many more
examples of malfunctioning exonizations are com-
piled in Vorechovsky 2010. In the end, an ongo-
ing balancing act occurs between innovation and
disease-causing exonizations; the latter is the price
paid by the try-and-error game of evolution, not sta-
ble over evolutionary time, but inevitable and tragic
for the carrier.

Intronization
The acquisition of splice sites is critical for the emer-
gence of exons from intronic sequences. The strength

of these splice sites (i.e., the efficiency with which these
sites are recognized by the spliceosome) will affect the
frequency with which new exons are included into
mature mRNA isoforms.70 Moreover, when present
in the recruited intronic sequences, in-frame stop
codons must be eliminated to guarantee the function-
ality of the inclusion isoforms. Consistent with this
idea, young exons, i.e., exons included in minor iso-
forms, bear more frequently PTCs compared to older
exons.96 Similarly, the acquisition of splice sites is criti-
cal for the conversion of exonic sequences into intronic
regions. Splice sites alone, though, may not guaran-
tee that exonic regions become constitutively spliced
introns over evolutionary time. In their intronization
model,76 Catania and Lynch propose that the acquisi-
tion of PTCs can facilitate constitutive intronization.
The proposed mechanism is exemplified hereinafter.

Let us imagine an intronless gene with a PTC
that is flanked by cryptic splice sites. During tran-
scription, the spliceosome may occasionally recognize
the suboptimal splicing signals, thereby generating
two populations of transcripts, i.e., PTC-containing
and PTC-free mRNAs. While NMD degrades the
PTC-containing mRNAs, the PTC-free mRNAs,
which are effectively invisible to NMD, may guar-
antee the generation of functional proteins with an
internal deletion. Except for this deletion, these pro-
teins will be identical to their original (or pre-PTC)
version if the spliced region has a size that is multiple
of three (or 3n) and falls between codons (phase 0).
Moreover, these proteins can maintain their original
function or acquire a new function provided that the
spliced region is sufficiently short and/or nonessential.
Thus, under the intronization model, young introns
are expected to display specific features, e.g., they
should be short, 3n in length, and contain one or
more PTCs. It is worth noting that sequences that
are currently categorized as young exons display the
same features. The splicing of newborn introns may
be initially inefficient because of the weakness of
the flanking splice sites. Under these circumstances,
splicing may become constitutive if the spliced allele
is subjected to positive selection for subsequent
mutations that strengthen the splicing signals. Alter-
natively, splicing of young introns could be efficient
from the start if the intronized sequences are located
in proximity of splicing-enhancing determinants. One
such determinant is the cap-binding complex (CBC),
which enhances the association of U1 snRNP with the
5′-most 5′ss of nascent pre-mRNAs.97–99

The NMD pathway plays a central role in the
intronization hypothesis, a notion consistent with the
observation that lineages lacking core NMD com-
ponents have few introns or none at all.100 As a
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FIGURE 2 | Process of exonization and cellular strategies for diminishing their negative impact. From top to bottom: transposed Short
INterspersed Elements (SINEs, red line) are actively transcribed from their own internal polymerase III promoter (green line). Transcription can be
downregulated by the methyl-CpG-binding domain (MBD) that binds specifically to methyl CpG pairs. SINE transcripts (TC) are frequently attacked and
destroyed by RNA interference (RNAi). Other polyadenylated transcripts are substrates of the reverse transcriptase (RT)- and integrase (IN)-containing
retropositional system delivered in trans from active autonomous elements such as LINE1. Random antisense intronic integrations provide an intrinsic
polypyrimidine tract (Tn) and frequently also a specific cryptic 3′-AG splice site. Subsequent acquisition of a 5′ GT splice site (in this example located
in the flanking intronic region, black box) leads to a composed exonized sequence. To be stably inherited in a species any genomic innovation
requires germline fixation, a process that takes millions of years. Alternative splicing of an exonized sequence is regulated by the competitive activity
of the heterogeneous nuclear ribonucleoprotein C (HNRNPC) that functions as a repressor and the U2 auxiliary factor (U2AF65) that actively
processes cryptic splice sites occurring in newly exonized sequences. Nonfunctional mRNAs with premature termination codons introduced by
exonized sequences (red and black boxes) will be recognized and destroyed in the nonsense-mediated decay (NMD) pathway during translation (TL).

result, it is likely that NMD properties have signif-
icant repercussions on the process of intronization.
A commonly acknowledged property of NMD—the
NMD-mediated degradation of aberrant transcripts
is least efficient when in-frame stops are close to
the mRNA tail101,102—may affect the probability
of intronization along the intragenic territory (see
Figure 3). This latter observation, together with the
splicing-enhancing role of the CBC at the pre-mRNA
5′ end, points to a directional effect. Namely, not
only is the pool of spliced variants relatively pure
and associated with minimal fitness effects when PTCs
are located at the gene 5′ end, but splicing at this
location might also be facilitated by the CBC. This
extended conclusion gives further support to the idea

that intronization is more likely to occur at the gene
5′ end rather than the gene 3′ end. If we assume a
steady-state process of intron birth and death,37 this
implies that the spatial distribution of introns within
genes should be biased toward the 5′ end. Notably,
a 5′ end positional bias of introns is detected across
multiple eukaryotes.103

ALTERNATIVE SPLICING AND ITS
ROLE IN SEQUENCE CONVERSION

That exonic and intronic sequences may convert
into one another clashes with the classical view that
these sequences evolve as separate, watertight, com-
partments. Intriguingly, the proposed processes of
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FIGURE 3 | Overview of the proposed mechanism of intronization. A gene acquires a premature in-frame stop codon either at its 5′ end or at its
3′ end. This stop codon may or may not be removed from the corresponding pre-mRNA via RNA splicing provided that it is flanked by latent splicing
signals. If accidental splicing takes place, and the excised sequence falls between codons and contains a number of nucleotides that is a multiple of 3
(3n), then the resulting mature mRNA will be invisible to nonsense-mediated decay (NMD) and the translation product will be identical to the original
protein, except for an internal deletion. Accidental splicing is more likely to take place in proximity of pre-mRNA structures/sequences that enhance
the recruitment of splicing factors on site, e.g., the cap-binding complex at the gene 5′ end. If splicing does not take place, NMD will produce a
relatively pure pool of stop-free mRNAs when the stop codon resides at the gene 5′ end—at this location NMD degradation of aberrant transcripts is
most efficient. In contrast, truncated and potentially harmful translational products are produced when mRNAs contain premature in-frame stops at
their 3′ end. As a consequence of the expected fitness effects that are associated with these dynamics, intronization is more likely to occur at the
gene 5′ end compared to the gene 3′ end.

sequence conversion, which entail gene regions that
are neither fully coding nor fully noncoding, may be
unfolding under our own eyes in the form of sequences
undergoing alternative splicing in modern species. As

discussed above, there exist two major views on the
biological role of alternative RNA splicing, one where
this process contributes to organismal complexity by
generating regulatory and protein diversity, and one
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where alternative variants are mostly noise, the mere
result of suboptimal signal sequences. Each of these
views is supported by several findings, thus a legiti-
mate question is: ‘How can the hypothesized role of
alternative RNA splicing in facilitating sequence con-
version be integrated with these views?’

While one may set the beginning of a process
of sequence conversion to the time when the splicing
machineries recognize suboptimal splicing signals,
it is less obvious to predict how splicing events
could unfold. Because the levels (and the patterns)
of alternative RNA splicing are inevitably contin-
gent on stochastic mutations altering the quality of
the splicing signals, newly generated nonfunctional
isoforms could become increasingly frequent over
evolutionary time and facilitate the discussed events
of sequence conversion or remain at low frequency
or disappear. Moreover, at any point in time alter-
native isoforms may acquire functional relevance,
a condition that facilitates the preservation of the
alternative RNA splicing state. Hence, a scenario in
which alternative RNA splicing facilitates the mutual
conversion between exonic and intronic sequences
is compatible with current findings supporting the
alternative splicing-mediated generation of both func-
tional and nonfunctional RNA splicing diversity. In
the same way, alternative DNA splicing facilitating
the mutual conversion between somatic and germline
(coding/noncoding) sequences30 is compatible with
the occurrence of nonfunctional9,16 and functional104

alternative DNA-level splicing.

Cell Biology Meets Population Genetics
Natural selection shapes the quality of splicing signals
as well as some of the properties of the DNA and RNA
splicing substrates. For example, a significant deficit
of 3n and PTC-free short introns and exon-mapping
IESs has been detected in several eukaryotes and in
Paramecium, respectively.16,105 This deficit presum-
ably results from the hazard associated with these
sequences, which, if retained, would be invisible to
NMD and would generate potentially toxic proteins.
Also, both IESs and introns that are non-3n and bear
in-frame stops are located preferentially at the gene
5′ end in Paramecium.30,76 As described above, this
positional bias optimizes the NMD efficiency of recog-
nition/degradation of PTC-containing alleles. Finally,
a significant deficit of cryptic DNA and RNA splic-
ing signals has been detected in a number of eukary-
otes, consistent with the idea that these signals are
counter-selected to prevent excisions that may have
deleterious effects on fitness.32,106

By regulating the strength of splicing signals,
natural selection should play a key role in shaping

isoform frequencies over evolutionary time. Provided
that splicing-weakening mutations that generate alter-
native isoforms are often slightly deleterious, they
should accumulate preferentially in species with a
small enough effective population size that the power
of random genetic drift is in excess of the power
of selection. Although this expectation has yet to be
verified in the case of programmed DNA elimina-
tion, in the case of RNA splicing current observations
support this scenario: as the power of natural selec-
tion decreases with increasing organism size,107 the
fraction of alternatively RNA splicing increases from
unicellular to multicellular eukaryotic species.108,109

This observation implies that it should be easier to
detect ongoing processes of sequence conversion in
multicellular species than in unicellular species. In
a population-genetic environment where selection is
efficient, a more rapid establishment of mutations,
which accelerate the completion of the transient pro-
cess of alternative splicing, is expected. It follows that
while displaying fewer ongoing events of sequence
conversion, unicellular species may exhibit an excess
of functional completed events of sequence conversion
compared to multicellular species.

CONCLUSION

Splicing of nucleic acids contributes to fundamen-
tal biological events, including antibody formation,5

change in the developmental fate of the affected
cells,109 mating types and sex determination,104,110

and speciation.111 Here, we have presented several
notions consistent with a model where the genetic and
epigenetic mechanisms mediating programmed DNA
elimination and RNA splicing facilitate an additional
fundamental biological event: the mutual conversion
between intronic and exonic sequences or between
germline and somatic (coding/noncoding) sequences.

Noncoding RNAs are central to guide pro-
grammed DNA elimination and RNA splicing. These
RNAs facilitate the recognition of excision signal
sequences, whose composition is, in turn, shaped by
the interplay between evolutionary forces. By means
of this interplay, the frequency of alternative isoforms
may change so as to facilitate the discussed events
of sequence conversion. In essence, the progressive
weakening of the IES excision signals may facilitate
the permanent incorporation of noncoding IESs into
somatic coding DNA sequences (macronucleariza-
tion). Moreover, spliced somatic coding and noncod-
ing regions might effectively convert into noncoding
germline-specific sequences (micronuclearization) via
the optimization of originally cryptic excision sig-
nals. Similarly, as a result of fortuitous changes in
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the signals specifying RNA splicing, intronic regions
may ultimately convert into exons (exonization) and,
vice versa, noncoding introns may emerge from exonic
sequences (intronization).

In addition to changes in the quality of the splic-
ing signals, the gain (loss) of in-frame stops by spliced
coding (noncoding) regions is expected to facilitate
sequence conversion in the case of intronization or
exonization and also in the case of micronucleariza-
tion and macronuclearization, particularly when IESs
or spliced somatic DNA regions reside within coding
exons. Furthermore, the crosstalk between genetic and
epigenetic signals may affect the process of sequence

conversion, as well as favor the preservation of the
alternative state, if either of the resultant splicing vari-
ants is functional.

The compendium of observations and molecu-
lar interactions that we provide here, although incom-
plete, suggests that while a reductionist approach is
needed to shed light on crucial mechanistic details of
RNA- and DNA-level splicing, a holistic interdisci-
plinary approach is required to achieve a thorough
understanding of the evolutionary significance of the
processes of programmed DNA elimination and RNA
splicing.
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